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Abstract
Since its early applications for surface compositional analysis, in the late sixties, the capabilities of Auger
Electron Spectroscopy (AES) have been pushed in three directions : the improvement of quantification, the
conquest of the third dimension and the decrease of the incident probe diameter. The recent development of
probes in the ten nm range associated to the intrinsic surface sensitivity of AES make possible its use for the
analytical characterization of nanostructures even when they are buried. But new difficulties appear when AES is
pushed towards its limits and new strategies are required. The present state of the art of AES from the high
spatial resolution point of view is the main subject of this review paper. It begins with the performance of
conventional AES to illustrate the spectacular evolution of this technique but also to explain why new strategies
are often required and new limitations appear. Selected examples of applications will be given. Finally a new
concept, the effective spatial ionization function, for the characterization of small details is also suggested for the

first time.

1. Introduction

Auger-electron spectroscopy (AES) is one of
the most widely used techniques for surface
compositional analysis as well from the basic
point of view of surface science as from the
technological point of view of industrial
applications.

The surface sensitivity of AES results from the
short escape depth of Auger electrons (in the
0.3-3 nm range) and these Auger electrons are
most commonly produced by bombarding the
specimen surface with a 5-25 keV electron
beam. One application of AES involves its use
for probing the electronic structure of surface
but, by far the largest use of AES is in the
measurement of the near surface composition
of solids. Since the early development of this
technique, in the late sixties, the incident probe
diameter has also been decreased from the
millimeter range down to the ten nm range or
below for some specific instruments. Auger
spectras can be acquired as the incident beam is
rastered across the surface in order to obtain
micro analytical images in Scanning Auger
Microscopy (SAM). Specimen material can
also be removed by concurrent ion
bombardment, and it is thus possible to
determine the composition of the exposed
surface and thus composition versus depth from
the starting surface.

In the field of surface analysis with Auger
electrons, the present state of the art and the
trends are related to the improvements of
quantification (i) of depth profiling (ii) of
lateral resolution (ili) and all these

developments can be applied to the context of
characterization of nanostructures.
Conventional AES (operated at a lateral
resolution in the micron range) can be used if
the structure of interest has its nanometer
dimension along one direction (the z direction)
and is set on a surface : a thin coating for
instance. Its composition can be next
determinated by using the recent developments
of quantitative AES. For buried nanometer
thick structures or multilayers systems, in-depth
profiling AES has to be applied. Finally 3d
nanostructures may be characterized by using
the capabilities of high spatial resolution AES
(combined to sputter etching if necessary).

But unfortunately, and like for any other
microbeam technique, these are intrinsic
limitations and the goals i) to iii) are often
conflicting to each others. A good
quantification process requires, first, to deal
with a good spectrum with a high signal-to-
noise ratio while a high lateral resolution is
achieved with a smaller (and less intense)
incident beam and a shorter time for the
acquisition of a point spectrum, this in order to
obtain, finally characteristic images in a
reasonable time. Consequently the
quantification of these characteristic images
will be, obviously, less accurate than a point
quantification.

This review article is mainly concerned with
the performance and limitations of high spatial
resolution AES applied to the investigation of
nanostructures. The basic mechanisms and
common principles which applies to all forms
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of Auger Electron Spectroscopy will be first
given (section 2).

This is followed by a short description of in
depth profiling. The capabilities of high
spatial resolution AES for the characterization
of 3 d nanostructures will be also discussed and
illustrated in section 3. The need to decrease
the incident spot diameter requires the building
of prototypes or the operation of sophisticated
instruments (recently available on the market)
and the dramatic decrease of the analyzed
volume implies the use of new procedures for
the image acquisitions. The processing of the
whole data set is then facilitated with the help
of high performance computers and modern
methods such as Principal Components
Analysis or Correlation Diagrams. The main
limitations of SAM will be also considered ;
they concern the investigation of insulating
(and radiation sensitive) specimens and of
surfaces having large topographic effects.

A new concept for the characterization of small
details is also suggested (in the appendix).

2. Basic Principles of A.E.S.

The aim of the present section is just to give a
short overview of conventional AES for
outlining its common points and differences
with high spatial resolution AES (section 3).

2.1 Historical Aspect

In a series of papers beginning in 1923, P.
Auger observed and interpreted the effect that
now bears his name [1]. An atomic inner-shell
vacancy produced by incident X-rays (or
electrons, or ions) can de-excite by a two
electron process in which one electron fills the
inner shell vacancy and the other is emitted
from the atom with a characteristic kinetic
energy. The possible use of Auger electron
emission from solids for surface analysis was
suggested by Lander [2] but the -early
developments of AES started in conjunction
with low energy electron diffraction (LEED)
when LEED was operated in metal UHV
systems marketed commercially [3].
Commercial instruments designed specifically
for AES became available in the late 1960's and
1969 has been identified as the effective take-
off year for AES [4][5]. Presently AES is a well
established technique for surface analysis and
for the past ten years, the average number of
journal articles that contain reports of AES
measurements is certainly larger than 600 per
year [5]. Also the principles and applications of

AES takes, of course, a large part in any book
dedicated to electron spectroscopy or to surface
analysis [see ref. 6-8 for instance]. The
interested readers are also referred to some
special issues of Journals dedicated to the
memory of P. Auger when he passed away, at
the end of 1993 [9-10].

2.2  Atomic Mechanisms and Surface
Sensitivity of AES.
The left hand side of fig. 1 illustrates the
excitation process involved in e AES (e :
electron induced) where an incident electron
causes ejection of the inner shell (K) electron of
atom A (binding energy : E(Ag)).
Such an ionization process followed by two de-
excitation processes (see right hand side of
fig.1) X-ray photon and Auger electron
emissions but the Auger emission probability,
ajjk, 1s greater than the fluorescence yield, wj,
when the initial binding energy is E(A) < 10
keV (see middle part of fig.1). AES is based on
the measurement, in the 50 - 2500 eV range, of
the kinetic energy of the emitted Auger
electrons :

E(Am/.)zE(AK)—E(AI,)“E(AL) (1)

Then from the tabulated values [11] of all the
Auger lines position, except H and He, the
elemental identification for the specimen
composition is possible in a way similar to
EPMA (Electron Probe MicroAnalysis) where
the characteristic photon energies are detected
for such an identification.

The similarities between AES and EPMA may
also be seen on Fig. 2 where the extension of
the ilonization zone of AES and EPMA is
shown. This zone, in the real space, is
obviously the same for the same primary beam
energy, specimen and E(Ax) level [12]{13]. The
principal difference between EPMA and SAM
results from the fact that the main X-ray
information emerges from the excitation
volume. In contrast the only Auger electrons
that can be detected with their initial
characteristic energy are issued from a surface
layer of thickness related to their short inelastic
mean frees path (IMPF). The short values of the
IMPF of 50-2500 eV electrons in solids in then
responsible for the surface sensitivity of AES
(and also X-ray Photoelectron Spectroscopy
XPS). Fig. 3 shows IMPF values calculated by
Tanuma, Powell and Penn for a group of 27
elements (left) and for 14 organic compounds
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Fig. 1

of the Auger transitions are also indicated on the right hand side :

A(LMM) or (CVV) transition.

(right) [14]. This plot, as a function of electron
kinetic energy, shows that the maximum
surface sensitivity occurs in the 100 eV range
but it also shows that the IMFP depends on the
specimen composition (which is in principle
unknown).

Another matrix factor is the Auger
backscattering factor, R, which describes the
reinforcements, by the backscattered electrons,
of the surface ionizations directly produced by
the incident electron beam I,. This factor is
normalized to the primary beam contribution so
that 1 + R also represents the value at the
surface, §(0), of the in depth ionization function
used in EPMA (see fig. 2). Inspired from a
compilation of various calculations and
experiments [15], Fig. 4 shows the change of 1
+ R as a function of the reduced energy U(=
Eo/E(Ak)) for different substrates (see also ref.
[16] for the most widely used analytical
expression).

2.3 Instruments, Spectras and Signal
Intensity Measurements

From the instrumental point of view, the main

components of an AES apparatus are : an

electron gun, a specimen and an electron

analyser, all components being set in a ultra

high vacuum (UHV) chamber. In opposition to

(S
M~
___—O—
L ————— hv
RAVAVAVE ¢
A
K ——————‘—
o
A(KLL)
a3 Py A (LMN
®
g E(A) A L
e 1 o)
100 (KeV) 7
e gesun)

Fig. 2

— 288 -

U ME =
; aos

L
K —-i—-——————

Basic mechanisms involved in e’AES. Left hand side : schematic representation of an inner shell
electron excitation with incident electrons Right hand side : schematic representation of the two
de-excitation processes in competition ; characteristic photon emission (top) and Auger electron
emission (bottom). Their respective probabilities w;; (or @y, @r) and a; (or ak, a3) as a function
of the initial binding energy E(Ay) is shown on the middle. The symbols used for the assignment
A(KLL) transition and

Pictoral view of the random walk of a 20 keV
electron beam into a Al,O; sample (Courtesy
O.Jbara). On the left, the in-depth ionization
function ®(z) is shown for AI(K) ionizations
(full line). The dashed lines represent this
function when weighted by the attenuation
function of emitted (AlKo) X-rays (left) or of
emitted AI(KLL) Auger electrons (right). Note
the change of the vertical scale between the
two. On the top, approximate sketch of the
radial distribution function at the surface :
JO,r). It is the sum of the incident beam
contribution (relative weight 1) and of the
backscattered contribution (relative weight R).
d, is the incident beam diameter.
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Fig.3 LM.PF. results for 27 elements (left) and 14 organic compounds as a function of electron
kinetic energy (from Tanuma, Powell and Penn [14]).
other microanalytical (EPMA, EELS) or Fig. 5 illustrates (in inserts) the evolution of

microscopical (TEM, SEM) techniques, where
the basic architecture of the corresponding
instruments has not significantly changed over

"o T 5 = ;, R,
Fig.4  Change of the factor 1 + R (with R : Auger

backscattering factor) as a function of the
reduced energy U = EJE(Ag) for different
substrates : W, Ag, Cu, Si (from top to
bottom) and at normal incidence. Compilation
of various calculations (including the popular
expression of Shimizu [16]) and results
(inspired from [15a]).

decades, the architecture of Auger instruments
has been deeply modified.

the marketed instruments from the sixties with
also the corresponding change of the incident
spot diameter, d,, and of the primary beam
energy, E,. On the same figure, the d, and E,
values of two prototypes (one, built at York
[17] and the other built at Arizona State
University {18-19]) are also shown with in
addition that of a STEM instrument equipped
with an Auger analyser [20]. It has to be
outlined that fig. 5 just indicates the trends of
the Auger equipments in terms of approximate
periods and approximate incident spot diameter.
Also the architectures of the marketed
instruments shown here are just indicative and
there are different technical solutions for
combining a field emission gun (FEG) and an
electron analyser of the CMA (Cylindrical
Mirror Analyser) type or of the CHA
(Concentric Hemispherical Analyser) type [21]
or of another type.

At the early developments of AES, the
identification of elemental species was made
using differentiated spectra acquired in an
analog mode with the help of a look-in
amplifier, and incident beam intensities in the
microamp. range. The acquisition of the first
derivative of the electron energy distribution,
such as O|EN(E)|/OE for example, remains
very popular because it presents some
advantages, among them there is the direct
background suppression and the increase of
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Fig.5  Trends over the past three decades of the architecture of the marketed instruments, for the
incident spot diameter d, (black rectangles) and for the primary beam energy E,. Open
rectangles show the d, values obtained with the prototype built at York University (Y) by
M. Prutton and co-workers [17], at Arizona State University (A) by J.Venables and co-workers
[8-19] with in addition the instrament operated in Orsay (0) [20].

a) The first Auger equipment, in the late sixties, was a LEED instrument with a four grid

analyser. Typical values E, =3 keV . d, ~ | mm.

b) In the mid seventies ,most of the analysers were of the CMA type with a thermoelectronic
gun either inside (coaxial) or outside the analyser. Typical values E, = 5-10 keV ; d, ~ 1 pm.

c¢) The last few years the architecture of most of the marketed instruments is based on a UHV
(vertical) Scanning Electron Microscope equipped with a Field Emission Gun (FEG) (and often
a Schottky emitter). W.D. is the working distance. The typical values are E, =20 keV ; d, = 10 -
20 nm.

peak visibility. In addition there is the easier  carbides [24] in addition to that of graphite and
identification of the chemical shifts effect and  of diamond [25]. Similar changes have been
of the lineshape modification associated to the  utilized to identify graphitic or carbidic carbon
change of the chemical state of an atom  present on single-crystal catalyst surface at
[22][23]. different stages of surface processing [26]. Also
Fig. 6 illustrates this aspect from the derivative  in this derivative mode, spectral quantification
spectras of the carbon (CVV) line of some is simple and easy to make from peak-to-peak
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Fig. 6 Changes in both the position and the shape of the carbon (CVV) line for

graphite, diamond [25] and for various carbides [24]. The presented s;a)ectra are
plotted in the form of the derivative of the energy distribution ON(E)/OE versus

electron kinetic energy.

height measurements but to be effective this
procedure has only to be restricted to metallic
mixtures where there are no spectral peak shape
changes and for spectras recorded on one
instrument [23]. Many of these problems
disappear if the spectra are recorded in the
direct spectral mode, N(E) or EN(E), for
instance. These direct spectras are always
acquired in a digital form by using a pulse
counting technique when the incident beam
intensity is in the nanoamp. range. In the direct
mode a characteristic Auger intensity I(A) is
directly related to the area of its corresponding
peak obtained after removing a well defined
background. The main part of the background
results from the tail of the secondary electrons,
08(E)/CE, and from the spectral distribution of
the backscattered electrons,on(k)/dE. If the
whole spectrum is plotted on log-log axes the
essential of this background can be removed
[27]. The remaining part results from inelastic
interactions experienced by the emitted Auger
electrons. It appears in the low kinetic energy

tails and it is suppressed by linear or integral
background subtraction methods [23] or better
by the deconvolution method initiated by
Tougaard [28].

Fig. 7 gives an example of a direct spectrum
obtained in a counting mode [29]. It also
illustrates the background removal in
quantitative AES and it anticipates on the
background subtraction problem in SAM.

2.4 Intensity / Concentration

Relationship , Sensitivity.
In conventional AES where only the change of
the components' concentration as a function of
depth is considered, the detected Auger signal
intensity of element A, I(A) is related to its
atomic concentration, Ca(z), by :

I(A) =1, cosec &

[IN°C (DA + R /50 42N esAsneT, @)
0

where I, is the incident intensity and o is the
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Experimental EN(E) spectrum obtained in the
counting mode on SiO, on Si at E, = 100 keV
[from Ref. 29]. Dashed lines correspond to a
linear extrapolation of the background (here
due mainly to the spectral distribution of the
backscattered electrons). Full lines suggest the
final result obtained afier appropriate methods
for background ,B, removal. In SAM
elemental mapping only two energy windows
are often used (see O(KLL) line) : one, a, after
the peak for B ; the other, b, on the peak for S
+ B. Note the good signal-to-background
ratio (~ 1 for this line) obtained at a rather
unusual primary beam energy for AES.

angle of incidence. The expression between
brackets corresponds to the number of ionized
atoms (electronic level i) per incident electron,
where Q4 is the ionization cross-section ; Rass
is the Auger backscattering coefficient, R, and
the subscript A/S represents the reinforcement
of the Auger signal of surface element A by the
electrons backscattered by the substrate S; N°
is the atomic density (~ 5.10% atoms/cm)
Further, T, is the collection efficiency of the
analyser ; ajc is the Auger yield and the
exponential term describes the attenuation of
Auger electrons generated in the specimen at
depth z when going towards the analyser (A=
attenuation length and 6 = take off angle). The
attenuation length, A, isa functional parameter
related to the inelastic mean free path (Fig. 3)
and to the elastic mean free path of Auger
electrons escaping into the vacuum [30-35].
When Cx(2) is a constant over a depth of say,
3 A, the integration leads to :

I(A) =I1,N°C, (4R .5)Q.Asin0 a, T, (3)

where now the normal incidence is only
considered for the sake of the simplicity. The
surface sensitivity of AES is increased when sin
8 is decreased but only 63 % of the signal
come from the thickness Asin 6and the
information depth is usually chosen to be
3Asin 6. This information depth is in the 1-5
nm range depending upon the kinetic energy of
the Auger electrons of interest (and upon the
take off angle© ).

For a pure element one may write [36] :

I"(A) = I, B(A). T, @)

where B(A) is the quantum yield and is in tlge
10 - 107 range (with Qx ~ 2.10%° - 2 107
cm2 Asin 6 ~ Inm, ajjx =~ 1 ; N° =5, 102 cm 3)

In pulse counting, the mlnlmum detectable
concentration X, (in at/at) corresponds to [36] :

x, ~20BT 5)
I® (A)r
where B is the background intensity and 7 is the
channel dwell time for the signal and for the
background Xm 1s directly related to the S/N
ratio [37] by xym = 3/(S/N) and for the major
species it may vary from 10" to 10% as a
function of the incident beam intensity I, and of
time of acquisition of the spectrum {37]. The
medium values (102 - 10?) are obtained for
[? (A)t ~ 10° counts (and Bt of the same order
of magnitude). These medium values
correspond to the usual sensitivity of AES : a
fraction of monolayer.
The acquisition of a good spectrum (high S/N)
is first required for a good quantitative analysis.
Since the earliest applications of AES,
considerable efforts have been (and are)
devoted to improve its quantification that is to
say to deduce the concentrations of the
elemental components of a surface C,, Cg, ...
Cy from the measurements of the
corresponding intensities, I, Ig, ... Iy [22,23].
The accuracy of this deduction was initially
rather poor and to improve on this, an
international cooperation program has been
established (VAMAS Program Technical
Working area 2, Surface Analysis) [38]. There
are various alternative routes to quantification
but all are derived from the use of eq.(2). The
difficulties are known [22, 23, 37,38] and some
of them have been recently overcome as it can
be seen in recent papers related to absolute high
resolution digital Auger electron reference
databases [39].
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In fact one of the main other difficulties is
related to the restrictive conditions where eq.(2)
applies (in addition to a correct background
subtraction for a correct measurement of the
Auger intensity, I(A), on the left hand side of eq
(2)). The use of eq. 2 implies that the analysed
surface is smooth at nearly the atomic scale and
that the specimen is amorphous in the
corresponding region. This last constraint
forbids, in principle the accurate quantification
of crystals. Auger electron diffraction permits
the direct imaging of surface and interface
structures [40-44], but the channelling effects
are a serious impediment to quantitative Auger
analysis [45, 46].

2.5 Other Possibilities and Limitations of
Conventional AES.
AES can also be used for probing the electronic
structure of a surface. For this goal the
transitions of interest are mainly of the CVV
type (ionization of a core level followed by an
Auger decay involving two electrons from the
valence band : see the A(LMM) transition on
the extreme right hand side of fig.1). A detailed
theory of the Auger lineshapes was initially
developed by Cini [47] and by Sawatzki [48].
This theory has proven extremely useful for
analysing Auger - electron lineshape and for
deducing information on electronic structure of
various systems [49-51]. In this area, the
present state of the art can be found in the 120
references, of a recent review paper [52] or in
the 36 references of papers only dedicated to
the Cu(LVV) lineshape of high temperature
superconductors [53] or in the proceedings of
the 3rd international workshop on Auger
Spectroscopy and Electronic Structures [54].
Independently of any fundamental
consideration the combination of the chemical
shift effect and the line shape modification can
be used for practical purpose in surface
analysis. These shifts and modifications can be
used as fingerprints for identifying the different
chemical states of an atom (see fig. 6) but
they are also a major source of systematic error
in quantitative AES mainly when peak-to-peak
heights acquired in the derivative mode are
used for finding the  corresponding
concentrations [5].
Finally the major limitation of AES occurs
when, under fixed experimental conditions, the
successive spectras are continuously shifted in
energy and distorted in intensity. These effects
are related to specimen charging and specimen

damage and they may happen simultaneously in
the investigation of insulating materials (see ref
[55] for an example). Charging effects which
may lead to loss of the spectrum have been
often observed [56-58] and they may be
interpreted as a competition between the
secondary electron emission and various
electrostatics, electrodynamics phenomenae
[59, 60]. At the microscopic scale, the roles of
surrounding atmosphere for the possible
neutralization of the surface charges [61] of the
contamination islands and of structural defects
for the charge trapping are not fully understood
or are a subject for debate [60]. The internal
electric field build up may also lead to the
change in composition during AES analysis.
This change has been observed in the
investigation of glasses where this electric field
drives the migration of the mobile ions towards
the interfaces [62-64].

In the absence of mobile ions, thin dielectric
layers can be investigated by AES and with a
reduced shift in energy when there are backed
by a conducting substrate (an oxide layer on its
metal, for instance). The reason is that the
voltage drop between the oxide/metal interface
and the vacuum/oxide interface will be very
low even if the electric field is very high [60].
This explanation is consistent with the
successful experiments, recently reported by
Lorang et al [66] on thin oxide films (as
standards for an AES data bank).

The electron beam induced damage as observed
in AES (or in SEM) has also been widely
reported [37,66-70]. The effect of electron-
stimulated desorption (ESD) in compounds sets
an upper limit to the allowed dose of electrons
per unit area [37], and then the incident probe
diameter is also limited [36]. It is fun to point
out that a possible microscopic mechanism for
explaining the ESD effect is the Auger decay
which, then, would limit the performance of
Auger spectroscopy [70]. For instance the
Auger decay leaves two holes in the valence
band of alkali halides (see the extreme right
part of fig. 1) which transforms the halogen
anion into a cation changing then the sign of its
Madelung energy. This ion is pushed out of its
site because the lack of conduction electrons
prevents the initial charge of this ion to be
quickly restored.

3. Spatially Resolved AES
3.1 General Considerations
For any kind of microanalytical technique, the
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basic strategy for investigating a detail consists
in optimizing the signal issued from the detail
of interest with respect to the signals issued
from its surroundings. AES is basically a
surface sensitive technique so that for
investigating buried details (situated below the
information depth of this technique) there is the
need to remove the overlayers of the specimen
to allow the details to become surface details.
When the detail of interest is set on a surface
and when its lateral dimensions are decreased,
the same basic strategy consists, in SAM, in
focusing the incident electron beam into
smaller and smaller probe sizes. In many cases,
the use of fine probes is also interesting for
acquiring Auger line scan profiles and Auger
maps of the regions of interest. (The regions or
details of interest being first localized from the
use of the instrument in the SEM mode). Of
course such possibilities are paid by a less
sensitivity (because of the poorer S/N ratio)
and, with respect to conventional AES, new
constraints appear and new strategies have to be
applied. The goal of the present section is to
describe the present state of art of spatially (in
3d) resolved AES with a special attention
devoted to SAM. Characteristic Auger images
may also be obtained in Low Energy Electron
Microscopy (LEEM) and the interested readers
are referred to the Prof. Bauer's contribution to
this meeting and to the references [71,72].

3.2 sprofiling in AES

In AES, non destructive z-profiling is, in
principle, possible (down to thicknesses t ~ 31)
by variation of the electron emission angle 6.
From eq.2, it has been observed that the
measured intensity I(0) is the Laplace transform
of the concentration C(z) {73]. This
concentration profile can be, then deduced from
the use of the inverse Laplace transform of the
measured angular intensities.

This procedure is widely used in XPS [74-78]
despite the amplification of the measurement
errors in the solution of the inverse problem
[23, 37, 73]. If a precise C(z) profile is difficult
to obtain, the variation of the take-off angle 6 in
XPS permits, at least, to distinguish between a
thin overlayer of an element A on a substrate B
and an homogeneous surface of composition
Ax By. It also permits to estimate the overlayer
thickness t from the simple tilt of the specimen
[23,74].

With standard spectrometers similar
experiments are far less easy in AES because

the tilt of the specimen also changes the
backscattering factor R and the cosec «
values of eq.(2). At fixed incidence angles,
polar angle resolving experiments with parallel
detection remains possible but they require the
electron analyser to be adapted [44.79].
Consequently from only one Auger spectrum,
the "a priori"” knowledge of the specimen
stratification is often needed for the
determination of either the thickness or the
composition of the overlayer.

To go deeper than 3 A in the in-depth
distribution analysis, the need is to use a
destructive technique either outside (ball
cratering, chemical bevelling) or better inside
the Auger instrument. There are very few
investigations carried out by AES that do not
involve sputter etching either to remove surface
contamination or in the production of the called
Auger depth profile. Auger depth profile is a
combination of surface analysis and sputtering.
It has opened the third dimension to AES and
the conquest of this third dimension is one of
the most (if not the most?) significant
developments of AES for the past few years.
Besides the ion beam bevel section developped
in conjuction with finely focused incident
electron probes (see 3.4), the recent progress in
Auger depth profile (developped in conjuction
with standard incident electron probes) results
from technical developments related to 'in situ"
ion etching at oblique incidence with or without
Zalar rotation system [80,81]. It also results
from a careful analysis of the physical
parameters involved in the sputter mechanism
and the emission of Auger electrons [82-84].
The third development of Auger depth profile
i1s related to the full exploitation of the
collected data using factor analysis (FA) [22,
85-87].

In such a situation where successive spectras
are acquired, this very powerful mathematical
method is able to indicate the number of
components (or factors) which are varying
within the data set and to classify them as a
function of their relative weight (down to the
extra factors entirely related to noise). The shift
in position and the change in the lineshapes
associated to changes in the chemical
environment (as seen on fig.6) can be fully
exploited by using FA in order to obtain,
finally, depth profiles of the elements with
respect to their chemical bonding states. Factor
analysis is also useful in interpreting Auger
spectras where peak overlap problems occur ; it
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also applies to any time series of Auger spectras
such as that obtained, at fixed probe, during
oxygen exposure (oxidation studies) or during
nucleation and growth processes or that
obtained during an Auger line scan on a
surface. The association of Auger depth
profiling and FA is widely used for the
investigation of magnetic/non  magnetic
superlattice structures [83] (see also [88-90]
for some other recent applications and fig. 8a
for an illustration [91]). However excellent the
use of FA is for the analysis of AES lineshapes,
there is the requirement of standard spectra and
the problem of deciding whether or not a factor
of minor statistical importance should or should
not be considered. For overcoming these
difficulties, the wuse of neural pattem
recognition has been recently suggested as an
alternative route for post-processing AES
spectra [92].

Independently from the data processing, three
physical parameters influence the depth
resolution from Auger putter depth profiles.
These parameters are : atomic mixing, surface
roughness and information depth [83]. The
relative influence of each of them has been
reported for Ni/Cr multilayers {93]{94]. Fig. 8b
illustrates the fact that sharpness of different /
interfaces can reach the nm range for Fe/Cr
multilayer structures grown by MBE on a (001)
GaAs surfaces [95].

3.3 Incident Probe Diameter and Lateral
Resolution

In the past, a large number of papers have been
devoted to the lateral resolution problem of
SAM. It was particularly important to see
whether the spatial resolution limits are
determined by the incident electron beam
diameter d, (see fig.2) or by the lateral extent of
the backscattered contribution, R [96 and ref.
there in]. In the first case, there are some
advantages to increase the primary beam energy
E, (see below). In the second case, there is the
need to decrease E, (down to 3 keV, for
instance) for suppressing the backscattered
contribution (see on fig.4 the evolution of R at
low U, or E,, values).

In optics, the Ilateral resolution, /.,
characterizes an instrument and is defined as
the minimum distance between two points for
which the two points are resolved. This
resolution can be deduced from the point
spread function (PSF) of the instrument (or
from its Fourier transform the transfer
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Top : AES depth profile of an Fe Cr 19 Ni 9
alloy after oxidation. The use of FA reveals
six components and least square fitting yields
the quantitative fraction of each identified
component. Sputtering rate for Ta,OQs : Z= 0.3
A/s. Inspired from [13] and [91].
Bottom : A.E.S. depth profile of five Fe (30
A)/Cr (30 A) bilayer structure grown on a
GaAs substrate. inspired from [95].

function) using next either the Rayleigh
criterion or the Sparrow criterion [96]. The PSF
function, or more precisely, the line spread
function (LSF) may be deduced from the first
derivative of an experimental profile taken
across an abrupt interface ; such a profile
corresponds to the edge spread function (ESF).
When applied to SAM, this definition leads to
the fact the lateral resolution is only related to
the incident spot diameter alone ({r =~ d,)
even when the Auger backscattering factor, R,
is close to the unity and the suggested
procedure to measure it, the full-width at half
maximum of the L.S.F, is better than the
arbitrary criteria often applied to the
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experimental ESF : the distance between points
giving 10 % and 90 % (or 20 % and 80 % or
25 % and 75 %) of the maximum Auger signal.
This definition and this experimental procedure
can be easily transposed to depth resolution of
Auger depth profiles. In SAM, the advantage of
this definition is that the obtained lateral
resolution is not specimen (or matrix)
dependent. The lateral resolution Z.r differs
from the minimum dimension, d,,, for a detail
to be detectable (or the elements composing it
to be identifiable) which obviously depends, via
the signal-to-noise ratio of eq.5, of the incident
beam dose and of the elements composing the
specimen : then dy can be either larger or
smaller than Z.r (or d,) [96].

The lateral resolution also differs from the
minimum dimension, dq, for a detail to be
quantifiable. As shown on fig. 2 (top insert),
the radial distribution of the emitted Auger
electrons may extend over few tenths of
microns or more depending upon the value of
the primary beam energy, Eo and of the
substrate composition. Consequently  the
application of quantification methods of
conventional AES to quantification in SAM
requires to consider that the analysed volume is
defined by the lateral dimension of the
backscattering halo, dg, (even if a significant
fraction of the signal, 1/(1+R), comes from the
area nd*/4) and by a height of 3Asind (even if
66% of the signal comes from the depth Asing).
The concentrations then deduced are postulated
to be that of elements uniformly distributed
inside this (rather large) analysed volume.
When high resolution SAM is then performed
for analysing a small detail (such a grain
boundary), the mean concentration then
evaluated may be very different from the
reality.

Instead of dealing with an analysed volume
having a blurred border, it seems more
convenient to use an effective 3 dimensional
response function for AES, which takes into
account the different probability for an atom to
be ionized (as a function of its lateral
coordinate) and the probability for the
corresponding Auger electron to be detected (as
a function of its z co-ordinate).

Such an effective spatial ionization function is
discussed in the appendix and it can be derived
from the extension to 3d of eq.2 at normal
incidence

1(A)=T[j0(r)+jR (r)]2ﬂrdrTNﬂ ©
C,(r,2)Q(A,)ay, g itAdns gy T

where jo(r) is the radial distribution of the
incident beam density. jr(r) is the effective
radial distribution of the backscattered
electrons where "effective" means that the
angular and energy distributions of these b.s.
electrons are normalized to the efficiency of
incident electrons for the production of the
Auger electrons of interest (i.e. at fixed primary
beam energy, E,, and angle of incidence ct).
This leads to :

I, = jop Jo (r)2izrdr (7)
and
Ryslo = J.:jk (r)27rdr (7

Eqgs (6),(7) and (7") may be used for finding the
Ca(1,z) values (see appendix). For such a goal,
the radial distribution of the incident beam jo(r)
has to be known like it is in Electron Energy
Loss Spectroscopy (EELS) [97]. The effective
radial distribution of the backscattered
electrons which may be deduced from the use
of Monte Carlo simulations [98]. It is also
possible to use mathematical models for
performing such calculations [96,99].

For example Gaussian distributions may be
postulated for jo(r) and for jr(r) :

: I, 2
Jo(r)y=—5exp-(r’/o}) (8)
o]
and
: R '10 2 2
Jr(r) = =252 exp—(r* / o}) (8)
P o

where jr results from the convolution of the
backscattered response to a point excitation
(lateral parameter b) by the jo(r) function [96,
9] : op=o0l+b* (9), for Gaussian radial
distributions.

Finally, in the case of dispersed details on
homogeneous substrates when at least one
component of the detail is not in the substrate
(or vice-versa) it is rather simple to obtain the
spectrum due to the detail alone from a
subtraction of the spectrum acquired on the
detail to the spectrum acquired on the substrate
(and far from the detail). The quantification of
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a) Principles for AES quantitative analysis of a small detail (from [96]) (simulation on Ag Pd
grains dispersed on aluminae where, a priori, Al is not expected to be in the detail). The Auger
spectrum related to the detail alone (bottom) results from the subtraction of the spectrum
obtained on the detail (top) to the spectrum obtained on the matrix (middle). The weighting
factor K is adapted to cancel the Al contribution.

b) Point Spread Function deduced from eqs (8) and (8') with (from top to bottom). R = 0.4
and og=lum; Rays = 1.2 andog =03um;Rys =04 andor =6.5 um: Rys=1.2 and o = 1.9
um. These values nearly corresponds to Al (Rys = 0.4) and W (R,,5 = 1.2) substrates irradiated
by a 20 keV (top : the first two) and a 60 keV (bottom ; the last two) electron beam energy [99].
The incident electron beam parameter remains the same G, = 5 nm (or d,  10nm). The ratio
between the amplitude of the backscattered contribution with respect to the primary one is given
(at r = 0) nearly by Ras o°,/oR> leading to a vertical scale where the maximum of the incident
beam density is 12 740 (in um™ units) for the four diagrams. The respective lateral extent are

proportional to 6y and to o,,.
¢) Corresponding Edge Spread Function.

the detail may be next performed from the use

ABRC
of the sumrule : 2 Cy =100%,
N

Fig. 9 (a) illustrates this procedure (from ref
[96]) and also some aspects of this subsection
concerning the PSF (9b) and the ESF (9c)
obtained from the use of eqs.(8) and (&) and
related to Al and W substrates at E, = 20 keV
and at E, = 60 keV (see also figs. 5.30 and 5.31
of ref. [23] for other examples). Some other
practical aspects and strategies are suggested in
subsection 3.6.

3.4 Instrumental Arrangements for SAM.

The principle of SAM was first demonstrated
by Mac Donald and Waldrop [100]. An early
practical instrument was built by Todd, Poppa
and Veneklassen with a miniature field
emission gun set inside a CMA and operated at
5 keV [101]. More recently two prototypes
have been built in two universities. The
different strategies being adopted illustrate very
well the conflictual choice between lateral
resolution and quantification (as this choice has
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been suggested in the above subsection). At
York University, the emphasis was placed upon
the technique required to quantify images in
order to map the variations of the chemical
composition in the surface and spatial
resolution was a secund priority. Described by
Prutton et al [17] this instrument is referred to
as MULTI spectral SAM (MULSAM). Two
different Field Emission Guns (FEG) can be
operated ; their main characteristics are : E, =
20 keV ; I, = 6nA ; d(FWHM) ~ 100 nm ; or
are : Eo=1-15keV ;], =10 nA and d, ~ 20
nm (at 5 keV). This instrument is also
characterized by the variety of detectors being
operated (see subsection 3.5) and among them,
the fifteen detectors set at the exit of the CHA
for a parallel detection of the Auger spectras.

At Arizona State University, the emphasis was
placed upon the lateral resolution and the
instrument is referred to as MIDAS
(Microscope for Imaging Diffraction and
Analysis of Surfaces) [18, 19, 102, 103]. This
instrument is based upon a heavily modified
STEM operated at E, = 100 keV, the incident
spot diameter may reach the 1-2 nm range for a
nA intensity [18]. The specimen is set in a
magnetic immersion lens and a part of the
structure of this lens acts as a paralleliser in
such a way that almost all the emitted Auger
electrons enter the CHA [104, 105], optimizing
the collection efficiency of this analyzer (the
factor Tx in eq.(2)). A spatial resolution of ~
3 nm in Auger peak images has been obtained
on bulk samples and of | nm on thin
specimens. Some Ag particles as small as 1-2
nm in diameter and containing as few as 10 Ag
atoms have been also detected [19-102]. The
advantage of using such an unusual high
primary beam energy, results from the increase
of brightness of the FE gun and from the
decrease of the background (because 1 does not
significally change between 20 and 100 keV
and is spread over a larger energy range, then
On/OE decreases). For unsupported thin films,
the background is decreased again and the
analysed volume 1is exactly limited to the
incident beam irradiated area. This decrease of
the background partly compensates the slight
decrease of the cross-section Qa; (E,) [29] for
the sensitivity point of view.

Previously, in Orsay, the same primary beam
energy was used in a marketed STEM but
equipped with a CHA, in order to perform
SAM experiments when the specimen is set
outside of the pole pieces [20, 29, 106]. A sub-

ten nm resolution was attained with a 8§ nm
probe size (and 8nA intensity). The elemental
analysis of sub-ten nm Pd particles was
performed and the number of Pd atoms being
detected was estimated to be less than 4 000. A
minimum detectable concentration less than
2.10° was also attained by the detection of a
silicon submonolayer buried in a GaAs matrix.
The last generation of SAM instruments that
are presently available on the market are based
on the architecture of UHV SEM instruments
(see fig. 5 : c). They take benetit of Schottky
Field emission sources giving a one-nA beam
current in a beam diameter in the 10-20 nm
range at E, ~ 15 - 25 keV. Batteries of detectors
are operated at the exit of the electron
spectrometer for a parallel detection. The
conflicting constructional requirements are the
formation of an intense fincly focused incident
beam and the efficient collection of Auger
electrons [107]. On the one hand, the optimum
probe is achieved at a point situated in the pole
pieces of EM column. On the other hand and
except the elegant solution of Kruit and
Venables [104], the specimen has to be set in a
free field region for preventing the undesirable
deflection of the emitted electrons by the
fringing fields. Also the use of a significant
working distance (W.D) between the end of the
EM column and the specimen presents various
practical advantages related to the specimen
rotation, its ion cleaning as well as the ability to
surround it with additional detection systems
(ie : b.s electron detector).

A good example of a useful additional
attachment is the "ion beam bevel section".
This recent development transforms the good
lateral resolution of modem SAM instruments
in an excellent depth resolution [108]. With this
method, a finely focused ion beam is rastered in
such a way as to sputter a very shallow bevel
into the surface of the sample. Vanishingly
small bevel angles are possible leading to
magnification of one thousand or more between
the vertical (depth) scale, z, and the nearly
horizontal x' scale along which an Auger line
scan is performed. Fig. 10 illustrates the
principle of this technique and it gives also two
examples of applications (inspired from the
excellent review paper of Skinner dedicated to
the role of AES in the semiconductor industry
[109]). Other systems of interest for the study
of magneto-optic recording media and giant
magneto resistance effects have been explored
by using this technique in conjunction with the
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Fig. 10 Top : Principle of the ion beam bevel section : An Auger line scan along the bevel
(x' direction) is converted into depth analysis (z direction). The magnification is M = cosec
(0z,0x"). Bottom (left): Auger In (MNN) line scan across ion bevelled section of GalnAs/InP
superlattice (from Skinner [109]). Bottom (right) Ion bevel section of a 5A oxide at a
polysilicon/Si interface : Ox* profile using the O(KKLL) Auger line (from Skinner [109]).

use of Principal Component Analysis and
Factor  Analysis  [110]{111].  Computer
controlled ion beam bevel sectioning may also
be applied to the investigation of more
heteregeneous  systems where the ion
microscalpel is used to remove a part of the
materials above the detail or the interface of
interest, in order to study next the revealed
interface or detail with SAM [112] [113].

3.5 Elemental Mapping in SAM :
Problems and Remedies.

This subsection is devoted to the specific

problems for elemental mapping in SAM with

respect to point analysis in conventional AES

(as described in section 2).

3.5.1 Signal Acquisition and Measurements
For incident probe intensities in the 1- 10nA
range, from eq.(4), the detected Auger signal

intensity is expected to be in the 10° ¢/s range
for a pure element (with B (A) ~ few 10™ and

T ~ few 10%). In the sequential mode of
acquisition of a (point) spectrum, at least 100
seconds are required for exploring only 100
channels with a dwell time of one second per
channel. Then the minimum detectable
concentration will only be of around few
percents (eq.5) and the total time for the data
acquisition of 64 pixels x 64 pixels images will
be of around one hundred hours. This total time
may be reduced down to one hour if the dwell
time per channel is reduced to 107 s but the
expected sensitivity (few ten %) will be very
poor.

This simple estimate explains the need of either
using a detection of several channels in parallel
at the exit of the analyzer [17] or optimizing the
collection efficiency, Ta, of the emitted signals
[18,104]. In this field a major breakthrough of
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SAM will be obtained when the record of the
full Auger spectrum will be possible over 1024
independent channels, like it is the case in
EELS [114,115]. For slightly different technical
reasons, the present situation of SAM is similar
to that of SEM EDS (Energy Disperse
Spectroscopy) where the acquisition time for
elemental mapping with the emitted X-rays is
also of the order of the hour. A practical
consequence of the present state of the art in
SAM is that only two channels per element are
used (see fig.7) one for collecting the S + B
intensity and the other for collecting the
background intensity (on the high energy side
of the corresponding peak). The digital mode of
acquisition is always used and the chemical
shift effect may be exploited only when this
shift is rather large such as in Si/SiO; or
Mg/MgO systems where it is in the 15 - 20 eV
range.

The other informations contained in the peak
shape (see fig. 6) may be (and are) used in AES
point analysis or in AES in depth profiling but
they cannot in elemental imaging in SAM. In
principle, the characteristic signal intensity I(A)
is just deduced from the subtraction of the
contents of the two parent channels without any
of the sophisticated background subtraction
frequently used in conventional AES (see
subsect. 2 and ref [28]). The attempt to
linearize the background below the peak of
interest as it is performed in York [27] is a
noticeable exception to the simple subtraction
approach.

3.5.2 Backscattering Factor Effects.

The intensity concentration relationship (eq.2)
used in SAM requires knowledge of the Auger
backscattering factor, Ras, which in tum
requires knowledge of the substrate
composition when the Shimizu (et al)
expression is used directly [16,30]. When SAM
is performed this substrate composition may
change from place to place influencing then
significantly the characteristic Auger signal
intensity (see fig. 4). Barkshire et al [116]
resolve  this  problem by  detecting
simultaneously the electron backscattered
current in a scanning Auger microscope. The
backscattered electron detector is calibrated (for
many elements) and the signal is related to the
effective atomic number of the substrate. This
is then wused to -calculate the Auger
backscattering factor from the expressions

proposed by Shimizu et al at selected angles of
incidence (o = 0°, 30° and 45°).

Based on the same philosophy (determination
of n and then the calculation of R), an
alternative approach [117] consists in 1) The
determination of n based on the measurement
of the specimen current and 2) The
calculation of R by using an expression
correlating the Auger backscattering factor R
and the electron backscattering factor n [15].
This last approach has been also successfully
used for the determination of thickness maps of
thin coatings by SEM EDS [118]. Each of the
two methods may also be applied to Auger in
depth profiling where the change of the relative
signal intensities is also strongly influenced by
the change of substrate composition during the
experiments [116].

3.5.3 Topographic Effects

When the incident beam is scanned along a
surface, the change of the local slope changes
the incident angle o and the take-off angle 6
(see top of fig. 11) influencing then the detected
intensities (via the influence of a and of € in
eq.2). This type of topographic effect
dramatically increases when the incident spot
diameter is decreased (bottom of fig. 11).
Various approximate corrections have been
proposed [17, 119 - 121]. All are based on the
fact that, similarly, the background intensity is
also influenced by topographic changes. The
discussion is often limited to the best weight to
give at the measured background intensity (and
sometimes to the best kinetic energy where the
background has to be measured) for the best
topographic correction. Presently it seems that
the best approach for correcting rather large
topographic effects is the use of signals issued
from four backscattered electron detectors
[122]. Combined to the ratio of Auger peak
height to a background count rate, this use
permits the simultaneous correction of
topographical and backscattering artefacts
[123].

For samples, homogeneous in composition, one
may observe (eq.2) that all the characteristic
intensities, I(A) I(B)..., are influenced by the
same angular factors (cosec « and sin 0).
Ratioing these intensities, I[(A)/I(B),..., it is easy
to cancel these angular effects except those
related to the change of Rass as a function of o
[15]. For rather smooth surfaces this change
can be considered as a second order effect.
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Top : Topographic effects on a rather smooth surface. The local change of the slope mainly

changes c and 6, changing then the intensity collected by the detector, D. Bottom : These effects
are more pronounced for fine probes than for a wide illumination (which smoothes these

effects).

More difficult to solve is the problem of
topographic effects associated to surfaces being
heterogeneous in composition and presenting
sharp edges or steps or wells. Inspired from the
work of El Gomati et al [124], fig. 12 a shows
the main effects : the shadowing of the detector
by a step (1) and the undesirable extra
contributions (2). From the use of M.C.
simulations, the physical processes involved in
these effects are well understood but conflicting
conclusions have been emitted on the best

a) Inspired from El Gomati et al [124],
shadowing effects of the detector, D: 1 ; and
extra contribution effects : 2 .

b) The signal issued from the bottom of the
well cannot directly enter into the detector
when the well has a too high aspect ratio, h/w.

Fig. 12

choice of the primary beam energy for
minimizing these effects [125-126]. The
strategy certainly depends upon the geometry of
the instrument and of the investigated surface.
In the semiconductor industry, the topographic
effects are sometimes limiting the applications
of SAM for the analysis of highly integrated
semiconducting devices. As shown on fig. 12 b,
the analysis of the bottom of a well with a high
aspect ratio, h/w, is not possible when the
emitted electrons cannot enter directly into the
analyser. The unique solution is to use "ion
beam bevel section” to try to remove the curb
of the well (?) or to suppress to obstructed
pixels in the final image[123c].

3.5.4 Crystalline Effects

Crystalline effects are expected to be more
probable in SAM than in conventional AES
because the decrease of the incident beam
diameter increases its probability to irradiate a
single microcrystal while a wide illumination
averages the contribution of numerous
microcrystals.
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3.5.5 Charging Effects and Radiation
Damage.

The electric field build up associated to
electron irradiation of insulating materials is an
increasing function of the density of the charges
being trapped in the specimen (see ref. 60 for
details). Then scanning the electron beam leads
to display these charges along a rather wide
surface. Consequently charging effects in SAM
are expected to be similar to that observed in
conventional AES for similar doses of
irradiation. More, the optimization of the
scanning frequency may minimize these effects
(the charges in excess being evacuated between
two successive scans). On the opposite the
operation of a finely focused and fixed probe
(for a local analysis of a detail) is expected to
lead to very large and very spurious charging
effects. The electron beam blanking may be a
possible solution. Being also approximately
dose dependent, radiation damages are
expected to have the same dose dependent
behaviour [60]. Electron stimulated desorption
leads to difficulties for the characterization of
some nanostructures with SAM but ESD may
be also used to fabricate them [70]. Most of the
radiation damage  effects are mainly
characterized by a change in the surface
chemical composition of the irradiated
specimens. Oxygen desorption from SiO; and
Al,O3; may lead to the fabrication of metal (or
semiconductor)/oxide systems (like AI/Al,O3 or
Si/8i0;) by a low energy electron bombardment
of the initial bulk oxides. The place where these
systems have to be located can be easily
selected by the use of the scannable electron
beam (of SAM). Similarly one may imagine the
fabrication of alkali metal/alkali halides
systems from the electron bombardment of
halides mainly when the halogen is volatile (F
and Cl). Generally the metal coating is
expected to be polycrystalline because of the
lattice mismatch between the metal and its
halide. However a more favourable situation
occurs for MX; compounds like CaF, where
the crystal structure of the metal and of the
compound is the same, b.c.c., and their
respective lattice parameter very close to each
other (a = 5.46 A for CaF, and a=5.57 A for
Ca) [70].

3.5.6 Image Processing
SAM is based on the acquisition from place to
place (x;, yi) of spectras relating the intensity as

a function of the kinetic energy of the detected
electrons I(x;, vi) = f(Ex). It is a microanalytical
microscopy based on similar principles as
EELS imaging or SEM-EDS imaging for the
point of view of image processing [17b, 115].
Then, the whole data set may be displayed in a
space of axis Ox, Oy and Eg in which the
contains of a given voxel (dimensions : Ax .
Ay . AEy) is the intensity acquired at a point x;,
yi and at the energy Ex; (for the energy window
AEx). The image-spectrum volume may
completed by other signals collected when the
incident beam is scanned on the surface, such
as the backscattered (and the secondary)
electron signal n (x5, yi) [and &(x;yi)] for
instance (see fig. 13a). All the voxels'
informations being in a digital form it is next
easy to manipulate this volume in order to
extract an Auger point spectrum, or an Auger
line profile (PS and LP respect. on fig. 13a).
Selecting a given energy E(A) it is also easy to
display the image which corresponds to the
change of S + B of element A as a function of
the x,y co-ordinates. A simple background
removal may be obtained from the substraction,
pixel per pixel, of the iso-energy images
obtained on the peak to that obtained on the
background. More sophisticated manipulations
may also involve, in addition, other planes such
as the n plane, i (x,y) for removing the Auger
backscattering effects, for instance.

When the Ca(x,y), Cg(x,y) maps have been
obtained or by starting from the initial IA(X,y),
In(x,y) images, it is next very useful to deal
with correlation (or scatter) diagram technique.
Proposed by Browning [127] and widely
popularized by Prutton et al for SAM [17b,
128-130] this technique applies for any kind of
spectromicroscopy [12]. For a binary alloy, AB,
it consists in displaying the characteristic
intensities (or concentrations) of each pixel (of
an image or a profile) in a I vs Ig (or C5 vs Cp)
diagram (see fig. 13b). A simple inspection of
such a diagram permits to estimate : the number
of different phases, Ax By, their relative
weights, and to detect the existence of artefacts
or of deviations from the statistical fluctuations
of the number of counts. By windowing one
cluster of pixels (related to a specific phase) it
is next possible to find where they are located
in the direct (x,y) space. This technique may be
easily extended to multielement mapping [127]
and the scatter diagrams may be displayed in
three dimensions [129].
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Fig. 13 a) Image spectrum. In the x,y, Ex space, the row PS, in black grey, is a point spectrum and the

plane L.S,, in black grey, is an Auger line profile parallel to the x-axis. A simple background
removal is obtained from a substraction, pixel per pixel, between the image corresponding to a
peak at energy E(A)( full symbols) and the image corresponding to the background above the
peak (open symbols). Other manipulations may involve the plane n(x,y) or the plane & for
Auger backscattering corrections or topographic corrections for instance. The dimensions of
each voxel correspond to the lateral resolution (Ax, Ay) and the energy resolution (AE).—
Inspired prom EELS [115b] but adapted to SAM —

b) Schematic principle of correlation (or scatter) diagram technique. The intensities (or
concentrations) obtained for a given pixel (position X,, ¥, in the direct space) fix the position of
this pixel in a I, vs lg diagram and the operation is repeated for all the pixels of the
characteristic Auger maps or line profiles. The clusters shown here correspond to 3 different
phases of a binary alloy A,B,. ! : pure B ; 4 : pure A ; 2 : homogeneous phase (A,B?). Cluster 3
signs the presence of an artefact (C, + Cg < 100 %) such as a shadowing effect or the existence
of a third element C and then the elements A and B are correlated in the corresponding phase.
The size of a cluster gives an idea of the standard deviations and selecting a cluster it is next
easy to come back to the direct space D.S. For real examples and a more precise theoretical

background see refs [17, 128-130].

A clear conclusion of this subsection is that
modern processing facilities permit to combine
data from different sources in order to obtain
more information than would be obtained from
the separate processing of each image.
Consequently there is the need, first, to collect
the maximum of signals issued from the
specimen when the incident beam is scanned.

3.6 Strategies

Between conventional quantitative AES on the
one hand (sect.2) and SAM imaging on the
other hand (sub. 3.5) various intermediate
strategies can be developed. They depend upon
the goal to be reached but the first step is
obviously to obtain a good and high resolution
SEM image which permits to locate the region
of interest.

3.6.1 Point Analysis

If the goal is to just to identify the elements
composing a small detail sits on the surface (an
important application in the failure analysis of
integrated circuits), it is possible to operate
with a fixed probe in order to obtain a wide
energy spectrum with a good signal-to-noise

ratio. In this case the sensitivity is optimized by
choosing a probe having the dimension of the
detail. Smaller will be the probe and smaller
will be the detectable details, independently
from any consideration upon the relationship
between the lateral resolution and the probe
diameter (as discussed in subsection 3.3). The
difference between two Auger spectras, one
acquired on the detail and the other outside it
permits easily to estimate the difference in
composition between the two. Such an
approach applied to polycrystalline high
temperature superconductors, has indicated that
most of the grain boundary surfaces were
deficient in oxygen and rich in copper
compared to the bulk [131]. The main risk of
such an operation is that it maximizes the
probability of radiation damage. Under some
favourable circumstances the quantification of
the detail may be performed (as it is illustrated

on fig. 9 a). Consistency between the
experimental spectras and the estimated
compositions of the detail and of its

surroundings may be verified from the use of
Monte Carlo simulations. For infinitely narrow
incident probe these calculations have been
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widely applied to AES for estimating the signal
intensities, the influence of the Auger
backscattering factor and of the topographic
effects [124] but also for simulating the
background {39¢,d, 132, 133]. They can be
easily extended to probes of given shapes and
sizes if their dimension is larger than 10 nm.
For smaller probes, it has to be kept in mind
that most of the signal is issued from a reduced
number of atoms. As it has been also indicated
in subsection 3-3 this number can be deduced
from the usual atomic density of solids (5.10%
at/cm) and from the volume (zd* /4,lsm9)
from which 35-60 % -an estimate for (1+e™') /
(1+R) - of thlS signal is issued. One obtains less
than 100 nm® for this volume or around 5000
atoms for d, ~ 10 nm !

This result proves the fantastic power of high
resolution SAM in the detection of small
amounts of matter (10'20 - 10* @) but it also
indicates the emergence of quantum limitations
for the quantification. For a fixed number of
atoms, A, being irradiated by a sub 10-nm

Fig. 14

probe the detected intensity will depend upon
their specific distribution in the x-y direction
like it depends upon its z distribution in
conventional AES (see fig. 14a for an
illustration).

For larger probes the estimate of centrations
is possible even when these concentrations are
referred to an analyzed volume having blurred
frontiers but when the atomic scale is reached
the concept of concentration itself becomes
questionable and the number of atoms been
detected seems more appropriate for
characterizing the performance of SAM
instruments (see the appendix for details). As
an estimate, the number of atoms being

detected is less than 50 when a 1 nm probe is
used [102, 103].

Another consequence from the instrumental
point of view concerns the required stability for
the specimen holder and for the incident probe
when such fine probes are used.

a) When subten nm probes are used a significant part of the signal is issued from few hundreds

of atoms. This fascinating result is paid by the fact that the characteristic signal intensity will
depends upon not only the number of irradiated atoms but also upon the relative arrangement :

here there is an equal number of black (A) and white (B) atoms but I(B) will be :

I(B) > I(A)

because of the more favourable position of the B atoms. Independently from the experimental
conditions, the meaning of a concentration is questionable (for disordered systems) when the
concentrations are referred to reduced volumes, V, containing a few number of atoms (because
of the statistics of their respective distribution).

b)c) Strategy for analysing a concentration change along one direction Ca(x), Cp(x) (a grain
boundary or a diffuse interface for instance) by Auger line scan technique (using probe
diameters d, > 5nm). The profile first acquired (full line) may be improved by a deconvolution
technique involving the knowledge (or the simulation) of the point spread function (dashed
line). b : the interface emerges from the surface ; c: the detail is buried and ion beam bevelling
has to be operated before the line scan acquisition.
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3.6.2 Auger Line Scan Profile

When the information of interest is only
restricted to a change in composition along one
direction on the surface, an Auger line scan
profile parallel to this direction can be
performed (for example, across a grain/grain
boundary interface). In such a situation there
are also some advantages to use a fine probe
and a rather long dwell time for obtaining a first
estimate of the concentration gradients, Ca(x),
Cg(x), over short distances (see fig. 14 b).
These estimates may be next improved from a
deconvolution from the observed profile by the
point Spread Function for instance (see the
appendix).

The convolution effect of various PSF (given
by eq. 8 and 8') by various types of sharp
interfaces may be seen in ref. [96]. Of course
solving the inverse problem is not easy but the
scarce number of attempts in this direction is
surprising with regard to the numerous attempts
to solve a similar inverse problem with angle
resolved XPS for non destructive in-depth
profiling [74-77]. If the starting concentration
values (far from the interface of interest) are
accurately determined, the use of simple trying
functions for Ca(x), Cg(x) etc (with one
adjustable parameter) may certainly improve
the first estimate of the concentration gradient
changes with a lateral resolution of the order of
the incident spot diameter.  Standard
deconvolution  methods  using  Fourier
transforms may also be used. For such
approaches the key point is to know the radial
distribution of electrons in the incident beam
(instrumental effect) and to have an estimate of
the radial distribution of the backscattered
contribution (matrix effect). Like for the
investigation of small details at fixed probe, the
quantum effects have to be taken into account
when sub-ten nm probes are use for obtaining
an Auger line profile (see the appendix for
additional details).

3.6.3 Exploring the x, y, z, Space.

Finally, it has been seen (subsections 3.2 and
3.4) that the operation of ion beam bevel
sectioning (or conventional ion etching)
permits to remove matter in order for an
initially buried detail to become a surface
detail . Such a detail (or region) of interest may
be next investigated using either a fixed probe,
or acquiring an Auger line scan profile or even
performing elemental mapping (see fig. 14 ¢ for
a naive illustration). In principle any kind of

~ dimension (the z

detail located somewhere in a solid may be then
analysed with a depth resolution in the nm
range and a lateral resolution in the 10 nm
range. One may also dream to obtain successive
characteristic x, y maps acquired at different
depths in order to obtain some kind of spatial
mapping or characteristic Auger
microtomography of a region of the specimen.
For such purposes, the present limitations are
related to the acquisition time required for
obtaining good Auger line scan profiles and
good characteristic maps. This limitation will
be partly overcome when a real parallel
acquisition of the whole Auger spectrum will
be possible. The other limitations are related to
the physics of ion/matter interaction inducing
atomic mixing and surface roughness.

Presently it remains that the exploration of the
X,¥,z directions is but selecting the direction(s)
of interest and finding the best compromise
between sensitivity and spatial spreading of the
required information. In other words one may
consider a hypervolume x, y, z, Ex composed of
hypervoxels Ax, Ay, Az, AEx (extending the
volume shown of fig .13a to a fourth
dimension) and the minimum time needed for
acquiring the information related to a given
hypervoxel with respect to the total acquisition
time : t. The strategy is defined by the goal to
be reached with the optimisation of the number
of hypervoxels to be selected and the amount of
information contained by each of them.

4. Conclusion
The recent developments of AES concern three
directions
1) The investigation of the electronic
structures of surfaces from the analysis of
CVV Auger lines,
i1) the improvement of quantification
iii) the improvement of the spatial resolution.
In the context of nanostructural characterization
(point iii) one of most significant progress of
the last years is the conquest of the third
direction) with the
combination of AES and of ion beam etching or
computer controlled 1ion beam  bevel
sectionning. In the x-y directions two different
priorities have been defined at Arizona State
University and at York University. At ASU the
goal was to minimize the incident probe size in
order to optimize the detection limit (in term of
minimum number of atoms detectable).
Clusters composed of ~10-20 silver atoms have
been then detected with an incident probe of

-305-



Journal of Surface Analysis, Vol. 3, No. 2, (1997), J. Cazaux., Capabilities and Limitations of High Spatial Resolution A.E.S.

around 1-2 nm in diameter [102]{103]. At
York, the goal as to improve the quantification
of SAM images by taking into account the
physical processes involved in the Auger
emission and detection (including the possible
artefacts associated to topographic effects or the
local change of the Auger backscattering
coefficient). Characteristic Auger images have
been acquired for applications to metallurgy,
archaeology, wear and lubrication as well as to
metal/semiconductor devices [17b].

The instruments presently available on the
market result from a compromise between
incident spot size (and intensity : few nA in 10-
20 nm), and in depth profiling and elemental
mapping. The use of such fine probes permits
the identification of elements composing details
having volumes in the 10 nm’ range (or few
hundreds of atoms). Modem processing
facilities and modern methods for signal and
images analysis (Multivariate  Statistical
Analysis and Correlation Diagrams) permits to
extract the maximum of informations of the
collected data.

The inherent limitations of high spatial
resolution SAM are mainly related to radiation
damage effects (which increase with the dose)
and to topographic effects (which increase
when the beam diameter is decreased).

For the future, a decisive breakthrough will be
the development of a real parallel detection
system for the acquisition of the whole Auger
spectrum like in EELS. The collection of such a
spectrum over 1024 channels (instead of 5-15
presently) will permit to combine elemental
mapping and investigation of surfaces
electronic structures and also to improve the
quantification (with improved background
substraction methods).

Similar combinations are possible in EELS and
the two techniques have similar performance in
term of minimum number of atoms detectable
but they also have their own specificity and
limitations. The specificity of SAM lies in its
extreme  surface  sensitivity (for  the
investigation of the early stages of deposition,
corrosion etc) associated to the recent
possibility of exploring a 3d space. The
dimension of the incident probe size reaching
the atomic scale new formalisms have also to
be developed for taking into account the effects
associated to this new frontier.
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Appendix
Some  concepts proposed for SAM
quantification. As usual in quite all

quantification procedures, one may relate the
detected intensity on the specimen [(A), to that
obtained on a pure element, [°(A), under the
same experimental conditions.

From eq.(2) one obtains :

1(A) - f[.lo(r) + Ry o (r)Rmrdr

1*(4) I, (1+R,,,)
. o o (A1)
N ey Je

where Raa, N4 and Aa are refered to the pure
standard (and then are known) while Rag N
and A are referred to the investigated specimen
and are matrix dependent. The ratio Ya = I[(A)/
[(A) is deduced in principle from
measurements. The first integral can be written
in the form jre(r)2xrdr Where @(r) corresponds to
a normalized radial distribution function. The
terms into brackets of the last integral
correspond to a normalized attenuation
function, h(z).
Then (A)) may also be expressed in the
following form :

Y, = j¢(r)27zrdr J'CA (r,z)h(z)d=z (A2)

0 [4]

The @(r) and h(z) functions are based on the
same philosophy as the ®D(pz) and f(y)
functions (which are also matrix dependent)
first suggested by Castaing [124] and now
extensively used in EPMA quantification
[135][136].
The product of ¢(r) by h(z) may be named the
effective spatial ionization function of SAM :

E(r.5) = o(r).0(2)

and it is illustrated on the top of page 2.
When the incident probe is centred on point

(A3)

-306—



Journal of Surface Analysis, Vol. 3, No. 2, (1997), J. Cazaux., Capabilities and Limitations of High Spatial Resolution A.E.S.

M(X,, ¥o) the normalized Auger signal is given
by :

+x +x

Vi Xoo¥,)= [[ [EG=x,;9-y,:2)

- -0

(Ad)
C,(x,y,z)dxdvdz

It is no more than the convolution of the E
function by the spatial distribution of element
A. The quantification process consists in a
deconvolution of the normalized Auger profiles
Ya(Xo,¥0) by the E function. Such a procedure
will improve the quantification and also the
localization of the species.

In practice, h(z) has to be calculated from a
postulated knowledge of the depth dependence
of Ca(z) (such as a homogeneous distribution
over 3 A sin O or a stratified distribution) and
the deconvolution procedure is restricted to the
surface (x,y) in a way similar to that previously
suggested [96]. For the o(r) function, the use of
Gaussian models (see eq. 8 and 8') is possible
but less naive approaches may also be followed
for the description of the point spread function.

The procedure has to be repeated for all the
elemental components (B,C,...) and the use of a

AB.C
sum rule ( 2Cy =100%) permits to verify the
N

consistency of the results.
When subten nm probes are used, the above
concepts have to be reconsidered and the
discontinuous nature of atomic distributions has
to be taken into account.
From the definition of the cross-section, the
detected Auger intensity, i, related to one atom
of coordinate (r;, z;) is [137] :

i4(ri,z)=[J,(rn) + Rysju(r)Q,-

—-z,/Asin@ T

(A5)

ay.e

This intensity may be normalized to the
intensity of an atom A sits at the origin (0,0).

1,00,0)=[/,(0) + R 45 jr(O1Q,-ay - T (A6)

The ratio ya = 1a(11,zi)/1a(0,0) corresponds to :
[ (n) + Ryys jr(r)le” ™+
(o (O + R 5 /R (0]

and the new normalized intensity, Y'a,
correesponds to a summation over the positions
of the atoms :

V=2 2yan,z)

ya(r,z,)= (A7)

(A8)

1. P. AUGER, Compt.

From models of atomic distributions this
approach permits to estimate the minimum
number of atoms being detectable and it
includes the Gallon's model for describing the
signal attenuation [138]. Of course the
developments of this appendix do not pretend
to solve all the quantification problems of high
lateral resolution SAM and many efforts remain
to be done. Its unique goal 1s to attract the
attention on these problems and to suggest
some possible ways to follow.
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